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ABSTRACT
We report the work in progresson a method to analyze Adaptive Opticsimages of stell ar fields, using as an approximation
of the instrumental PSFan intensity map extracted dredly from the field. The basic working hypotheses are that the PSF
is constant in the image sedions analyzed and that the residual background irregularities are modeled by a linear fitting on
sub-frames patches of a few diffraction ringsin size.
A first list of local intensity spikesis created for stars detedion; each maximum is then crosscorrelated with the PSFand,
if asufficiently similarity is found, the reliable identification of the star along with the determination of its position (with
sub-pixel acauracy) and relative intensity are achieved with an iterative procedure which fits a sub-image centered on the
objed under examination with a superposition of shifted scaled PSF.
After describing the algorithm performances on simulated cases, an application to a K-band PUEO image of the Galactic

Center is shown.

1. Introduction

The analysis of a crowded stellar field generally involves gars detedion, astrometry and photometry. The quality of the
results is characterized by various parameters, depending on the scientific purpose of the observations: stellar population
studies require high dynamic range (completenesslimit) and reli able photometry, whereas the analysis of stars kinematics
is based on the most accurate astrometry. The results that can be achieved with the observation and the analysis of a stell ar
field are bath instrument and software dependent. From an instrumental point of view the limiti ng factors are the spatial
resolution, more and more important as the aowding of the field increases, and the photometric dynamic range.

If there is no strong background feature a stellar field may be mnsidered as a sum of point-like sources; the observed im-
age appears esentialy as a superposition of shifted scaled repli cas of the Point Spread Function. An algorithm might ex-
ploit thisa priori knowledge.

The most commonly used tod in stellar fields analysis is DAOPHOT (Stetson 1987, originally developed for ground-
based seéng-limited observations. DAOPHOT uses “shape’ parameters to identify objeds and an analytical model of the
PSFto determine stars positions and approximate magnitudes; the deviations of the actual PSFfrom the model are in-
cluded in aresidual map which is used to refine the photometry. This ssmi-analytical approach seems to be perfedly justi-



fied for seang-limited observations, characterized by a wide smoath and easily parametrizable PSE

In diffraction-limited imaging (HST, Adaptive Optics) the great enhancement of spatial resolution all ows the separation of
very crowded groups of stars, but there are also some drawbacks in post-processng because of the detail ed structure of the
PSFE Sosin & King (1997 have proposed a modification of DAOPHOT to avoid false detedions in HST images analysis.
Esdinger and Edmunds (1998 show how irregular PSFfeatures due to the adaptive optics partial compensation of the at-
mospheric turbulence may affed the photometry of faint starsin the field.

For these reasons it seans worth trying to create an algorithm which takes into consideration the spedficity of the AO re-

sponse.

2. Algorithm description

2.1 General remarks

The algorithm in its present form treats theimage essentially as a superposition of shifted scaled replicas of the input PSE
This approximation is acceptable if the instrumental response is paceinvariant and the image is a pure stellar field with-
out other complex features. In practice the latter condition may be dightly relaxed: any smoath background emisdon is
approximated with a simple local background in the form of a danting plane (seeSed. 2.4).

The starting point for the algorithm isalist of local maxima sorted in order of deaeasing intensity and assumed to repre-
sent suspected stars. Each objed that matches the PSFis analyzed and its parameters (position and intensity) are deter-
mined, taking into consideration the aowding effeds due to surrounding brighter stars: the underlying strategy is that the
contribution of neighboring fainter ohjeds may be initially negleded. If a star is near a fainter one, its parameters will be
refined subsequently, when the latter will be examined in turn. As a new ohjed is deteded it is added to an image model,
which represents a fundamental referencein the subsequent analysis of fainter local maxima. The last step is a search for

hidden stars (e.g. close binaries).

2.2 PSF deter mination

The estimation of the PSFhas a fundamental importance It may be obtained from the observation of a point-like source or
be remnstructed wsing statistical wavefront sensor data (Véran et al. 1997 provided all the field analyzed is isoplanatic
around the wavefront sensor guide star. If no such approximation is avail able, it is necessary to extract it diredly from the
frame, e.g. by superposing the images of some suitable stars in the field with a shift-and-add (SAA) algorithm (e.g. Chris-
tou & Bonacdni 1996. The extracted PSFshould be as extended as possble to reproduce accurately the haloes of bright
stars. Very extended haloes, not reproduced by a truncated PSF, are approximated by a local background (Sed. 2.4). When
no isolated ohjed is avail able for determining the PSFone may choose some sufficiently bright stars contaminated just by
fainter ojeds, whose cntribution may be determined and subtracted with a local analysis based on a preliminary rough
approximation of the PSF, the resulting decontaminated stell ar images may then be superposed by shift-and-add.



2.3 Search for local maxima

The list of suspeded stars is smply obtained by searching for the image local maxima (pixels brighter than their 8-
neighbars) abowe a given threshold. A rough choice for the detedion threshold is the central intensity of the faintest dis-
cearnible star in the frame. If the image background b and its sandard deviation o, are known, the threshold may be do-

sen equal to brko, , for some value of k.

2.4 Analysisof detected maxima
Thefirst step for each deteded maximum is to extract a sub-image i(x, y) from the original frame, centered on the maxi-

mum itself; the sub-image size may be of the order of one or two diffraction rings, in any case smaller than the truncated

PSFsize. Then theimage model local contribution is subtracted: if the ojed under examination is a secondary maximum

of an aready deteded (i.e. brighter) star, the residual sub-image iR(x, y) will have no central spike left. Otherwise the

remaining local maximum is cross-correlated with the PSF(typically the diffraction core) in order to have an objedive

comparison with a reference stell ar image. Before being crosscorrelated, the residual sub-image and the PSF p(x, y) are

centered on their maximum intensity pixels; centering is performed with sub-pixel accuracy, by means of an iterative Fou-
rier shift which tends to reduce the distance of the data centroid from a fixed position (the midde of a given pixd), as ex-
plained by Christou & Bonacdni (1996.

The aosscorrelation between the central spikein the residual sub-image and the PSFcore is defined as

Z i (x y)p(x y)
\/;iﬁ(x, y)\/; p*(x y)

if it is greater than a fixed threshold (e.g. 0.7 or 0.8), the sub-image i(x, y) isfitted with a model consisting essentially of

c=
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a superposition of shifted scaled replicas of the PSE Crowding effeds are handled as follows: known (i.e. brighter) stars
laying within the image bax are fitted along with the local maximum under examination (multi ple fitti ng), the halo contri-
bution of already deteded stars outside the box is included as a fixed additi ve term kept constant in the estimation, fainter
(thus gill unexamined) objeds are negleded and will be analyzed later. In mathematical terms the fitting mode is

Ns
h(X’ Y) =io(X, Y)+ ZC |O(><-><n,y-yn)+b0 +bx+b,y (24.2),

where io(x, y) is the fixed additive mntribution due to stars outside the sub-image support, known from the image
model, N is the number of point-like sources in the box, X ,y, ,c, are the parameters (sub-pixel accuracy position and
flux) for the n—th dar, p(x—xn,y—yn) is the PSFshifted in the position of the n—th sourceand b,,b,,b, are the weffi-

cients defining the local background. The PSFis shifted applying the properties of Fourier transforms:

p(x-x,.y-v,) = FT'l{ F1{ plx, y)}e"z"(“x“w")/“} (243),

where FT is the discrete Fourier transform operation, N is the sub-image size in pixels and u,v are Fourier spatial fre-



quencies. The application of Fourier transforms to shift a discrete image by an arbitrary amount is justified when the aiti-
cal sampling condition is fulfill ed, as usual in AO imaging.

In general a superposition of shifted repli cas of a truncated PSFdoes not support the whole image being fitted: the data ae
masked to prevent fitting of regions not covered by the model. Masking of each shifted replica of the PSFis siitable to
eliminate the small amount of light spread outside the PSFsupport because of the oscill ations introduced by Fourier inter-
polation.

The parameters are estimated by minimization of the least square aror between the model h(x, y) and the sub-image

i(x, y). The optimization technique is an iterative regularized Newton scheme with linearized Hessan (also known as

Marquardt method); the stopping condition is that the variation of the parameters between successve iterations is snaller
than afixed tolerance The fitting algorithm is very fast: it typically convergesin about 10iterations.

If the central maximum is not a star the fitting procedure generally produces anomalous results: it may not converge at all,
the presumed objed may have an estimated negative intensity or its position may converge toward another true star. In all
these @ses thefit is considered unacceptable and the maximum is rejeded. Otherwise it is accepted as a new deteded star
and it is added to the image model.

We are in the processof quantifying thisfitting procedure performancewith pre-defined parameters.

A further optional chedk may beincluded to prevent false detedion of irregular features on diffraction rings, mainly due to
ring fragmentation (seeFig. 1). These local maxima ae generally reagnized and rejeded with the previous tests and op-
eration, but sometimes they may be accepted as dellar objeds. For each deteded star the optional ched consists of a
search for a neighbaring brighter objed that may be mnsidered (bath for distance and flux ratio) the central spike of a dif-
fraction pattern having the examined objed itself as a ring feature. If the search is siccesgul the maximum may be re-
jeded or marked as a suspeded secondary diffraction spike. This ched is very useful espedally when the approximation of
the PSFis not extended enough.

Figure 1. Observed ADONIS PSFin K-band. Grey levelsarein log(l+1) scale.

As explained abowe the starting point for the algorithm is alist of local maxima. In this way relatively faint stars in very
crowded groups may be lost, because their spikes are hidden by the cntamination of brighter oljeds. The search for these
stars is performed by extracting a sub-image centered on each deteded objed and subtracting the image model local con-



tribution. If a maximum comes out, it is chedked with crosscorrelation and possbly analyzed. The search is repeated it-
eratively for a given sub-image until no more hidden maximum is found.
In the usual presence of multi ple images of the same field, a crossched of the deteded stars between images sub-frames

will ensure a high degreeof trust in the results, as the detedion errors will be minimized.

3. Testing the algorithm

3.1 General remarks

Tests have been performed on synthetic images, created with a numerically smulated ADONIS PSFin K band, repre-
senting a long exposure (10 se¢ image of a KO-type star with V = 6 mag, observed in 0".62 seang conditions; the as-
sumed gude star for the observation isthe target itself and, given its bright V magnitude, the RETICON 200 Hz wavefront
sensor isused. The final simulated PSF(Fig. 2) isa 128x128 array, it is critically sampled at K-band (pixel size 0J31.5
mas) and has a Strehl ratio o about 0.46.

Figure 2. ADONIS synthetic PSFin K-band. Grey levelsarein log(1+1) scale.

Each image has been generated by convolving this PSFwith a set of d — functionsat fixed positions and relative intensi-

ties, applying Fourier transforms to perform sub-pixel shifts. Poisonian-like noise and gaussan background noise have
been added: the former has been generated multi plying the square roat of the image by an array of pseudo-random num-
bers extracted from a standard gaussan distribution, the latter is represented by an array of pseudo-random numbers from

agaussan distribution of given mean b and standard deviation o, .

The signal to noise ratio (SNR) of a simulated frame has been characterized referring to the central intensity |1 of a given
star (the faintest or the brightest one depending on the particular situation) and has been defined as
I

NR= ! g
\/opz +0,>  J(1-b)+0;’

(311),

where g, U+/| —b and o, arethe standard deviations for Poisson and gaussan background noise respedively. In generél
two different SNR situation have been investigated (e.g. SNR=50 and SNR=10).



3.2 Testing thefitting procedure

Thefirst battery of tests concerns the fitting algorithm. The target imageisa 16x16 array with 4 stars at fixed positions
and with intensity ratios of 1:2, 1:5 and 1:10 respedively. In practice we have generated sets of 50 frames, differing by the
additive noise term. An 11x11 truncated PSF(including the central spike and the first diffraction ring) has been con-
taminated with noise and used in the fit. Estimated positions (in pixels) and relative magnitudes have been compared with
the true values computing the crresponding residuals. As obvious the dispersion increases for faint stars or in poar SNR
condition. Figures 3 and 4 show the residuals for a set of 50 noisy frames having a SNR =50 at the brightest star peak.
The photometric erors are mmpletely uncorrelated, whereas the position of the faintest star is dightly biased (about 1/5
pixels). We interpret this effed as due to the truncation of the PSE the faintest sourceis approximately on the border of
the PSFcentered at the brightest star position. However this asped has to be investigated in greater detail . The astrometric
bias ®ams to disappear when fitting more noisy images ( SNR =10) and thisis quite intriguing.
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Figure 3. Typical coardinate residuals (in pixels) for the brightest star (Ieft) and the faintest one (right) in the test image.
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Figure 4. Residuals for the magnitude diff erence between the brightest star and the faintest onein the test image.

Asthefitting algorithm requires an initial estimate of the point-like sources positions, it isinteresting to study the depend-
ence of the solution on these estimates. For this purpose we have fitted some of the images used in the previous tests gart-
ing from different initial positions within a distance of about 1.5 pixels from the true values and we have verified that the

algorithm converges always to the same solution.

3.3 Simulations of two-component images
The algorithm for stellar fields analysis has been tested on simulated images of “binary stars’ characterized by different
separations and relative magnitudes. We have cmnsidered the foll owing cases:

* typel: close binary star at the Rayleigh limit (separation 0”.126)



* type2: star on the diffraction ring of a brighter one (separation 0”.190)

* type3: faint star in the halo of a much brighter one (separation 0”.700).

Each case has been divided into sub-cases corresponding to a different relative magnitude. A systematic completeness
study is gill i n progress For each situation we have analyzed a set of 50 noisy frames using a noisy truncated PSFE For
simplicity we refer here to threetypical situations: a type 1 example with magnitude difference 0.753 (intensity ratio 2:1),
a type 2 example with magnitude difference 1.747 (intensity ratio 5:1) and a type 3 example with magnitude difference
3.252(intensity ratio 20:1). The detedion rate for the seacondary component is always 100% in these @ses. The astrometry
of the brighter component is very accurate, with errors of a few mas, whereas the residuals for the secondary stars are af-
feded by alarger dispersion and some arors. The plots ow an astrometric bias (Fig. 5, left) ranging from about 0.1 pix-
els (0".003) for the dose binary (smallest separation and magnitude difference) to about 0.2-0.3 pixels (07.007) for the
faint star in the halo (largest separation and magnitude difference). There is a photometric bias (Fig. 5, right) ranging
from a few hundredths of magnitude (closest binary) to about 0.1-0.2 mag (type 2 and 3 binaries).
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Figure 5. Left: y coordinate residuals for the dose binary seamndary component. Right: relative magnitude residuals for a
type 2 binary.

The reported errors are not huge but should be understood and correded, if possble. The observed biases may be due to
the fitting method (linearization of the Hesdan, too heavy regularization) or simply to the restricted approximation of the
PSFused in the analysis. These aspeds are under investigations.

3.4 Simulation of a stellar field

We have generated a synthetic frame (Fig. 6) with 135 stars and a photometric dynamic range of 7 mag, using stellar po-
sitions and relative magnitudes from the HST data of a Globular Cluster. Additive noise mntamination has been included.
The PSFused in the analysis has been extracted from the field: it is a combination of the brightest star in the frame (after
subtracting the cntribution of some fainter ohjeds determined with a preliminary approximation of the PSH and the
mean SAA image of the inner part of some other suitable stars. It includes the central spike and four diffraction rings. In
practice we have used the whole PSFto build upthe image modd (see Sed. 2.1), whereas the local fitting has been per-
formed with arestriction extending out to the first diffraction ring.

Even if the synthetic stell ar field is not crowded dgobally (4 stars x arcsec™) it contains many local “difficult” situations,
with close binaries and groups of stars sparated by distances comparable to the radius of the inner diffraction ring.

The 126 dteded ohjeds are reported in Figure 6. Some stars (9) have been lost, but they are always faint and in very close



binaries or in the halo o the brightest oljeds with a great magnitude difference (4-5). We till have a few false detedions,

however limited to faint maxima in extended haloes or in the background noise.

Figure 6. Smulated stellar field. Crosses represent deteded stars. Grey levelsarein Iog(1+ I ) scale.
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Figure 7. Left: y coardinate residuals (in pixels) for the deteded stars. Right: reative magnitude residuals vs. relative
magnitudes.

Apart from some @ses, the astrometric arors are always snall er than 0.1-0.2 pixels (3-7 mas) and the relative magnitude
residuals are within 0.5 mag (Fig. 7). Moreover no magnitude-dependent biasis present.
We plan to analyze different replicas of the same simulated field dffering for the additive noise @mntamination, in order to

characterize statisticall y the detedion reli ability as well as the astrometric and photometric accuracy.

4. Application to areal case: the Galactic Center

The agorithm has been run on a K-band PUEO image of the Galactic Center (Fig. 8); the total field of view is about
13x 13arcsec® with apixe size of 0.035arcsec. The PSFfor the analysisis a SAA superposition of threebright stars pre-
viously “demntaminated” with the procedure described in sedion 2.2 and it includes the inner core and the first two rings
of the diffraction pattern. The 669 deteded stars are marked by crosses on Fig. 8. The derived luminosity function (Fig. 9)

extends over a dynamical range of more than 11 mag.



Figure 8. Galactic Center. Crosses represent deteded stars. Grey levelsarein 41/Iogi1+ 1) scale.
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Figure 9. Luminosity function of deteded stars in the Galactic Center. Horizontal axis: relative magnitudes. Vertical axis:
number of stars.



5. Conclusions and future work

According to aur simulations the algorithm seams to work quite well. Lost stars are faint and positioned in the halo o
much brighter objeds; false detedions are limited to faint spikes dispersed in extended haloes or in the background; close
binaries are succesully deteded for reasonable separation and magnitude difference The method, coded in IDL, is aso
fast: the analysis of the synthetic field (with about 350initial maxima and more than 120 deteded stars) requires about 10-
15 minutes on a 200 MHz Pentium PC with Lynux operative system. For a given degreeof crowding of the input field, the
limiti ng factor for speed is esentially the size of the sub-image chosen for the local fit around each suspeded star.

Our main goals for the future are to improve the algorithm, espedally trying to understand and corred the observed biases,
and to fully characterize it, in terms of reliability of detedion, astrometric and photometric acauracy, completeness limit
for various degree of crowding. The daracterizaion will also involve a comparison with other methods, as DAOPHOT
and a deconvolution algorithm recently proposed by Véran & Rigaut (1998. Multiple images of the same adowded stell ar
field, obtained with a time-varying PSE might be analyzed in order to seehow it is possble to exploit multiple observa-
tions to reducethe detedion errors for faint stars. Finally we want to study the influence of the PSFvariation on the analy-
sisand, if it will be necessary, we will try to modify our method in order to take into proper consideration the dfeds of

ani soplanatism.
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