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ABSTRACT

Context. The future space missiortsuclid and WFIRST-AFTA will use the Hr emission line to measure the redshifts of tens of
millions of galaxies. The hl luminosity function az > 0.7 is one of the major sources of uncertainty in forecasting cosmological
constraints from these missions.

Aims. We construct unified empirical models of therHuminosity function spanning the range of redshifts and line luminosities
relevant to the redshift surveys proposed wiliclidand WFIRST-AFTA

Methods. By fitting to observed luminosity functions fromaHsurveys, we build three models for its evolutionfiBient fitting
methodologies, functional forms for the luminosity function, subsetsegthpirical input data, and treatment of systematic errors
are considered to explore the robustness of the results.

Results. Functional forms and model parameters are provided for all threkelmoalong with the counts and redshift distributions up
to z~ 2.5 for a range of limiting fluxesHy, > 0.5 — 3 x 1076 erg cnt? s71) that are relevant for future space missions. For instance,
in the redshift range.00 < z < 1.8, our models predict an available galaxy density in the range 7700018802000-4800 deg
respectively at fluxes abovg,, > 1 and 2x< 1076 erg cn1? s, and 3200048000 fdF, > 0.5x 10718 erg cnT? s* in the extended
redshift range @0 < z < 1.8. We also consider the implications of our empirical models for the tatalurhinosity density of the
Universe, and the closely related cosmic star formation history.

Key words. Galaxies: luminosity function, mass function — large-scale structure netse

1. Introduction ters out as far ag ~ 2, and their maps of large-scale structure
) ) , ) will be used for studies of BAO, power spectrii(k) in general,

Since the discovery of the apparent acceleration of therIpa. |arge-scale structure, as well as other statistics sucheamea-

of the Universe (e.g. Riess et al. 1998; Perlmutter et al91.995,rement of the rate of growth of structure using redshidicep

many eforts have been made to measure the dark energy eo§arortions (Kaiser 1987; Guzzo et al. 2008). In this contbe

tion of state, exploiting dierent observations. Among the suggpace density of W emitters (i.e. their luminosity function) is a

gestions proposed, the use of baryon acoustic oscillat®®®) ey ingredient for a mission’s performance forecast tomieitee

as standard rulers appears to have a particularly low 168l the number of objects above the mission’s sensitivity thoes
tematic uncertainty since it corresponds to a feature ircdre  anq optimize the survey.

relation function, whereas most observational and asysipal
systematics are expected to be broad-band (e.g. Albreait et |t is known that the cosmic star formation rate was higher in
2006). Indeed, in recent years, the BAO technique has seen a the Universe’s past than it is today, possibly peaking zear2
matic improvement in capability owing to the increase invoé  (Madau & Dickinson 2014), thereby ensuring a high number of
probed by galaxy surveys (e.g. Cole et al. 2005; Eisenste&ih e star-forming objects with high luminosity at high redststtit-
2005; Percival et al. 2007, 2010; Blake et al. 2011a,b; Padmable for BAO measurements. However, the abundance cof H
abhan et al. 2012; Xu et al. 2012; Kazin et al. 2013; Andersemmitters detectable by blind spectroscopy has histoyidaden
etal. 2014; Kazin et al. 2014). firmly established only at low redshift by means of speciopsc
The future space-based galaxy redshift surveys planned $arveys in the optical (e.g. Gallego et al. 1995). At higlest-r
the ESAsEuclid (Laureijs et al. 2011) and NASA's Wide-Fieldshift, from the ground, the intense airglow makes NIR smectr
Infrared Survey Telescope - Astrophysics Focused Telescaropic searches for emission line galaxies impracticak #ys-
Assets designW/FIRST-AFTA) (Spergel et al. 2015; Green et altematic ground-based NIRdHspectroscopic searches in early
2012) missions will use near-IR (NIR) slitless spectrogctip studies have been limited to small areas with single slitspe
collect large samples of emission-line galaxies to probik da- troscopy (e.g. Tresse et al. 2002). Therefore, narrow-bRd
ergy. These spectroscopic surveys will identify mainly &mit- searches have been used as an alternative method for yitegtif
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large numbers o > 0.7 emission-line galaxies, e.g. HiZELSis summarized in 84. 85 describes the redshift and flux distri
(Geach et al. 2008; Sobral et al. 2009, 2012, 2013) and the-NEW¥gn, with a focus on the ranges relevantHoclidand WFIRST-
FIRM Ha Survey (Ly et al. 2011). These surveys have the advaAFTA, and 86 compares our results to semi-analytic mock cata-
tage of wide area and high sensitivity to emission lines hét slogues. Our kb luminosity functions are compared to other es-
fer from their narrow redshift ranges and significant coniem timates of the cosmic star formation history in 87. We codelu
tion from emission lines at @erent redshifts. From space, grisnin §8. Technical details are placed in the appendices.
spectroscopy with NICMOS (Yan et al. 1999; Shim et al. 2009)
and more recently with the Wide Field Camera 3 (WFC3) on
the Hubble Space Telescopeave allowed small-area surveysy Empirical luminosity functions
such as the WFC3 Infrared Spectroscopic Parallels (WISP) sur-
vey (Colbert et al. 2013), at relevant fluxes (deeper tBaolid Forecasts for future NIR slitless galaxy redshift surveaguire
or WFIRST-AFTA) to probe the luminosity function of emissionas input the luminosity function of &l emitters (HLF) in or-
line objects at high redshift. der to determine the number of objects above the mission’s
As a result, early studies of space-based galaxy redshift ssensitivity threshold. In particular, we focus on the pectidn
veys often based theirdHuminosity function models on indirect for the originally plannedEuclid Wide grism survey (Laureijs
extrapolations from alternative star formation indicatsuch as et al. 2011), i.e to a flux limify, > 3 x 107 erg cnt? 72,
the rest-frame ultraviolet continuum or [Pline strength (e.g. and detectore sensitivity.1. < 1 < 2.0 um (sampling R at
Ly et al. 2007; Takahashi et al. 2007; Reddy et al. 2008). While70 < z < 2.0) over 15,000 deg A smaller area (2200 dép
physically motivated, this procedurefkers from a multitude of and a fainter flux limit ¢ 1 x 10716 erg cn2 s7) is the base-
uncertainties in the details of therHegion parameters, dust exdine depth of WFIRST-AFTA (Green et al. 2011) with a grism
tinction, stellar populations, and the joint distributitimereof, spanning the wavelength rang83 - 1.95um.
and the impact of uncertainties in the predicted #ux is en- The original predictions presented in tEeiclid Definition
hanced by the steepness of the luminosity function. Study Report (the Red Book, Laureijs et al. 2011) used the pre
Motivated by the prospect of future dark energy surveys taticted counts of | emitters by Geach et al. (2010). This model
geting Hr emitters at near-infrared wavelengths (ze> 0.5), was based ohlubble Space Telescop@ad other data available
Geach et al. (2010) used the empirical data available at tipaibr to 2010. Here, we provide an updated compilation of em-
time to model the evolution of the dluminosity function out pirical Ha LFs available in literature, and use the most recent
to z ~ 2. Much more ground- and space-based data have bec@nd verified ones out tg,.x ~ 2.3 to build three updated models
available since then, thanks largely to the same improvéien of He emitters counts. To provide precise predictions over the
NIR detector technology that malkfeuclidand WFIRST-AFTA  redshift range of interest of NIR missions (i.e70< z < 2) all
possible. In particular, the WFC3 Infrared Spectroscopi@lPa three models include estimates from the HiZELS narrow-band
lels (WISP) survey (Colbert et al. 2013) has enabled the ldéid ground-based imaging survey with UKIRT, Subaru and VLT
tection of large numbers of ddemitters. Due to its similarity to (Sobral et al. 2013), covering 2 ded in the COSMOS field
the observational setups planned farclidandWFIRST-AFTA, atz = 0.4,0.84,1.47,2.23; the WISP slitless space-based spec-
itis an excellent test case against which to calibrate ggfieas troscopic survey with HSFWFC3 (Colbert et al. 2013), sensi-
for these future missions. tive to Ha in the range @& < z < 1.5 up to faint flux levels
In this work, we update the empirical model of Geach et g3 -5 x 107" erg s* cm™2) on a small area~ 0.037 ded); and
(2010), collecting a larger dataset ofrHuminosity functions the grism survey with HS¥NICMOS by Shim et al. (2009),
from low- to high-redshift, in order to constrain the evadautof on ~ 104 arcmir over the redshift range.D < z < 1.9. To
the space density of ddlemitters. We construct three empiricabxtend the models to a broader redshift range and better con-
models and make prediction for futurentsurveys as a func- strain the evolutionary form, we include other luminosijé-
tion of sensitivity threshold (i.e. counts) and redshift (redshift tions available at lower redshifts. flérent subsets of input data
distributions). We scale all the luminosity functions toeder- are adopted in the three models to describe the evolutiogdin r
ence cosmology witlHg = 70 km s Mpc™ andQ,, = 0.3, shift of the HrLF, as well as to explore the robustness of the
and present results in terms of comoving volume. The modeiedictions.
and luminosity functions presented here are far éhly, not Our focus is on predictions for the yield of galaxy redshift
Ha+[N1]. The final aim of these models is to provide key insurveys, so we work in terms of observed Hux, i.e. with no
puts for instrumental simulations essential to derivedast in correction for extinction in the target galaxy. GenerailtyHo
future space missions, likuclid and WFIRST-AFTA, that at surveys direct measurements of extinction are unavaijlaile
the nominal resolution will be partially able to resolveeH-u- thus require purely statistical corrections. Usually aerage
ture simulations will clarify all the observationaffects, from extinction of 1 mag. has been adopted by most of the authors
source confusion to the [ contamination and percentiles of(see Hopkins (2004), Sobral et al. (2013)). In cases wheale su
blended lines, completeness and selectibeces. corrections have been applied in the literature, we havenad
We emphasize here that our models are empirical and thettee correction. Furthermore, in many of the input data déds,
fore we have reduced as much as possible any astrophysicssapartially or fully blended with the [M] doublet, and the in-
sumption, but those based omrhpublic data. Furthermore, weference of separateddand [Nu] fluxes is based on fferent as-
do not attempt to exclude the AGN contribution from the briglsumption on their ratio or on fierent scaling relation. The lumi-
end of the K public luminosity functions, being AGNs valid nosity functions presented here are far binly, not Ho+[N 1],
sources (as d emitters) for the current planned missions. Thusince future space missions, likeuclid and WFIRST-AFTA
they should not be excluded to derive the total number @f Hwill have higher spectral resolution than HST and will be-par
emitters mapped bguclidand WFIRST-AFTA tially able to resolve the k[N ] complex. The inferred
This paper is organized as follows. The input data is deminosity function is sensitive to the prescription foetfiN ]
scribed in 82. The three models and the procedures usedve decorrection. In Appendix C we explore thdfects of diferent
them are described in 83, and the comparison to the input dasatments.
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Table 1. Empirical Schechter parameters for the various surveys considandered by redshift. Units are Mpt(¢,), erg st (L,) and ded
(Area).

Redshift a log,oL, l0g;p¢. deltaz  Area Instr. Reference(s) Models
0.0225 -1.3 4147 -2.78 0-0.045 471 prism Gallego et al. (1995) 1,2
0.07,0.09 -159 41.65 -3.14 0.02 0.24 Narrow-band Ly et al. (2007) 1,2
0.2 -1.35 4152 -2.56 0-0.3 0.03 CFHT Tresse & Maddox (1998) 1,2
0.24 -135 4154 -2.65 0.02 1.54 Narrow-band Shioya et al. (2008) 1,2
0.24 -1.70 41.25 -2.98 0.02 0.24 Narrow-band Ly et al. (2007) 1,2
0.4 -128 41.29 -24 0.02 0.24 Narrow-band Ly et al. (2007) 1,2
0.4 -175 4157 -3.12 0.02 2 Narrow-band HiZELS (Sobral et al. 20713) 1,2,3
0.6 -1.27 41.72 -2.51 0.3-0.9 0.037 HS¥WF3 WISP (Colbert et al. 2013) 12,3
0.73 -131 4197 -2319 0.5-1.1 0.031 ISAAC Tresse et al. (2002) 1,2
0.84 -1.56 41.92 -2.47 0.04 2 Narrow-band HIZELS (Sobral et al. 2021.3) 1,2,3
1.05 -1.39 4249 -2948 0.7-1.4 0.029 HSANICMOS  Shim et al. (2009) 12,3
1.2 -143 42.18 =27 0.9-1.5 0.037 HSTWF3 WISP (Colbert et al. 2013) 1,2,3
1.25 -16  42.87 -311 0.7-1.8  0.0012 HSANICMOS  Hopkins et al. (2000) 1,2
1.3 -135 42381 -2801 0.7-1.9 0.018 HSANICMOS  Yan et al. (1999) 1,2,3
1.47 -162 42.23 -2.61 0.04 2 Narrow-band HIiZELS (Sobral et al. 20713) 1,2,3
1.65 -1.39 4255 -2768 0.7-1.9 0.029 HSANICMOS  Shim et al. (2009) 1,2,3
2.23 -159 42.53 -2.78 0.04 2 Narrow-band HIiZELS (Sobral et al. 20.3) 1,2,3
2.23 -172 43.22 -3.96 0.04 GOODS-S  Narrow-band Hayes et al. (2010) 1,2
2.23 -16 43.07 -3.45 Hayes et al. (2010) 1,2
2.23 -135 42.83 -32 0.04 0.6 Narrow-band HiZELS (Geach et al. 2008) 1,2

aThe Sobral et al. (2013) analysis includes a superset of the fielddarstne earlier HIZELS paper (Geach et al. 2008).

bHayes et al. (2010) results from their internal HAWK-I data

“Hayes et al. (2010) results from a joint fit including their internal HAW#aka and the Geach et al. (2008) data.

9In the original luminosity function the, parameter quoted contains the conversion factor of In 10 (private cogations by authors).
®We applied an aperture correction#0.02, +0.07,+0.07, and+0.06 dex atz = 0.40, 0.84, 1.47, and 2.23, respectively.

In Table 1 we list the compilation of&l.LF Schechter param- slitless spectroscopy from the analysis of a wider portibthe
eters provided by variousdisurveys spanning the redshift rang&VISP survey (Mehta et al. 2015). Both the newlHFs are con-
0 < z < 2 which are used in this work. We also list the subset sfstent with previous determinations. In the followingtsmtwe
data used in each model. Schechter parameters have been compare our models to these new data. We have not attempted
verted to the same cosmology and to the original éxtincted instead to include in our models these new, but not indepgnde
luminosity, when necessary. The luminosities in HIZELS LHsFs determinations which does not reduce cosmic varianige su
have been further corrected for aperture. These correctiom stantially and in the case of Mehta et al. (2015) and Reddy et a
based on the fraction of a Kolmogorov seeing disk of the spe¢2008) have been derived indirectly from {@ lines and UV
fied size (0.9, 0.8, 0.8, or 0.8 arcsec, full width at half mawmn, fluxes, respectively at high-
specified by Sobral et al. 2013) convolved with an exponkentia From the data analysed in this work, we note that in the
profile disk of half-light radius 0.3 arcsec. Similar cotiien has local Universe the shape of theaHF is well established and
been adopted by Sobral et al. (2015) within the same sureey (sharacterized across a large range of luminosities (Gabeal.
their Section 2.4). Variations of this procedure are exgdoin  1995; Ly et al. 2007). Over the past decade, improvements in
Appendix C, where we find a 10% change in the abundanceNiR grisms, slit spectroscopy, and narrow band surveys hhve
Ha emitters in the range relevant fauclidif this correction is lowed the evolution of the LF to be tracked outzo 2 (see
turned dt entirely, and a 2% change if the measured size-flux reeferences in Table 1), not only at the bright end but also be-
lation (Colbert et al. 2013) is used in place of a single rfee low the characteristit .. However, we note that at> 0.9 the
value. various empirical lILFs start to disagree, as confirmed by their
Schechter parameters. Despite the empirical uncertsiittis
clearly evident the strong luminosity evolution of the Imtignd
of the HeLF with increasing redshift, also confirmed by the evo-
lution of L, by about an order of magnitudes over the whole
re shift range. On the other hand, the amount of densityuevol
tion is still not completely clear, as well as the exact vadnel
rs:aolution of the faint end slope, as attested by the evaluiith
3r,edshift of thep, anda Schechter parameters.

Figure 1 shows the empiricaldLFs analysed and used in
our models, divided into several redshift bins fram= 0 (re-
ported in all panels) ta = 2.3. For clarity the Schechter fits
and data have been plotted only in the range of luminosites c
ered from each survey; the Schechter parameters have [sen
shown as a function of redshift (Figure 2). Besides thd Hs
listed in Table 1 and shown in Figure 1, we have compa
fewer additional KLFs available (Gunawardhana et al. 201
Lee et al. 2012; Ly et al. 2011), finding that they are consis-
tent with the data used in this work. In the highest redshift b ; ; ; ; ;
analysed we further compare the observed.fs with the ones 3. Modelling the Ha luminosity function evolution
derived indirectly from UV in a sample of LBGs af7ll< z< 2.7 As outlined in the previous section and shown in Figs. 1 and 2,
(Reddy et al. 2008), finding it slightly higher than the direb- in the relevant redshift range for futureaHnissions, existing
served K LFs. Very recently new HLFs have become availableHa LF measurements show large uncertainties and are often in-
at high redshift using larger area than before, both fromawar consistent with one another. In light of these uncertasntiee
band imaging survey (CF-HIZELS, Sobral et al. 2015) andgisitannot recommend a unique model with only its statisticalrer
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Fig. 1. Ha LFs at various redshifts. The dotted lines mark the nominal flux limiEotlid (3 x 1076 erg cn? s1) in the lower bound of
each redshift range. Observed Schechter LFs are shown as thimfidexjuares in the observed luminosity range and listed in the labels. For
comparison, the LFs from Empirical Models 1, 2, and 3 are shown (lawgecyan, and pink, respectively) as thick lines in the same redshifieran
(shown in the two extremes of each redshift bin).

associated, because this would be based on a predefined evaluL, is the characteristic luminosity at which thextuminos-
tionary and luminosity function shape. We, rather, prefarmte ity function falls by a factor of e from the extrapolated fain
models based on filerent treatments of the input data (hamed end power law. It has a value at 0 of L, o;

“Model 17, “Model 2" and “Model 3", hereafter). In particuta e and e= 2.718.. is the natural logarithm base.

we adopt three dlierent evolutionary forms to describe the un- ) _
certain evolution of the HLF. For the shape of the luminosity Ve adopt the same evolutionary form fbi assumed in
function, three functional forms were considered. The $sip Geach etal. (2010), and introduce an evolutiog,in

is the Schechter function. We also adoptfatient methodolo-
gies, subsets of input data, and treatment of systematcseio
explore the uncertainties and robustness of the predgtion

3.1. Model 1

In this model we used a Schechter (1976) parametrizaticiméor
luminosity functions and an evolutionary form similar todst
etal. (2010),

L\ . dt
—_— e *_’
)

5 o

o(L.2)dL = ¢*(

where

e ¢, is the characteristic density ofd-emitters;
e «is the faint-end slope;

Article number, page 4 of 16page.16

Lez=Lyo(l+ 2° (2)

and

¢ — ¢*,0(1 + Z)e Z < Zpreak . (3)
e dreo(l+ Zbreak)ze(l +2)°¢ Z> Zpreak

thus ¢, o is the characteristic number density today, which is
taken to scale ag (1 + 2 at0< z < Zpegkandoe (1 + 2)°€
for z> Zyreak

Because the Schechter parameters are correlated, we do not
rely on the evolution of the empirical Schechter parametiers
constrain their evolution since a unique or fixedalue has not
been found or fixed. We instead attempt to reproduce, by mean
of a y? approach, the observed luminosity functions afea
ent luminosities and redshifts, as described by their Stkec
functions in the luminosity range covered by the observatio
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in Model 1 and 2. However, we do not recommend its use at

ol . . ' ' iE z < 0.6 since it does not incorporate the low-redshift data.
~ |3 ? & = . * . ' A fit to the data also requires a likelihood function (or er-
E -t ¢ ° 1 ' rormodel), in addition to central values for the data poifitse
S I luminosity functions provided by individual groups comtdihe
- ] Poisson error contribution, as well as estimated errora fsther
sources (e.g. uncertainties in the completeness comgciibe
e i i i i i construction of this model is complicated by two issues:- cos
. 3 mic variance and asymmetric error bars. The model for cos-
i ] mic variance uncertainties is described in Appendix A. Cex d
‘; L] — ¢ . fault fits are performed using the CV2 model, which allows for
&er o, s " ] a luminosity-dependent bias. The alternative models ar&,CV
- = ‘% % which assumes a luminosity-independent bias, and a noicosm
“r : : : : ] variance model. Fitting large numbers of data points cad lea
el ] to statistically significant biases if the error bars arenaset-
E E ric and this is not properly accounted for in the analysise Th
s °F" E i 7 treatment of asymmetric error bars is discussed in AppeBRdix
-1af ﬁ . { ° 3 We use the Poisson option for our primary fits, and consider th
2l { ¢ } E 3 other variations in Appendix C.
. . . . . . Several models for evolving luminosity functions were in-
° 05 1 15 2 26 vestigated and model parameters were fit using the MCMC. All
redshift models require a break in the luminosity function to destie
data; the break positiol, is taken to be a function of redshift,
Fig. 2. Ha LFs empirical Schechter parameters (using the same colours
as Figure 1) as a function of redshift (at the center redshift of each s 5\ L,os
veys), along with the evolution of parameters in the models. log1gLxz =10g;0Ls o + (1Tz) log;o L_ (5)
*,00

We, therefore, find the best parameters (reported in Table\¥here necessary, we write, ; to denote the characteristic lu-

a =-135L,0 = 105 erg st, ¢, 0 = 1028 Mpc 3, § = 2, minosity at redshift. For the shape of the luminosity function,

€ =1, andzyeax= 1.3. three forms were considered. The simplest and most commonly
used is the Schechter function, but the exponentialftigoa
poor fit to the observations. Two alternative models were- con

3.2. Model 2 sidered to fix this: a hybrid model

We adopt the same Schechter function for the LFs as for Model
1, but change the evolutionary form fbg as follows: (L2 b,
¢ ’ Z) = —

10910 Lz = —C(Z— Zbreal)® + 10910 Lx 22 eae (4) L.

In this model we normalize the evolution bf to the maximum
redshift available Zcq=2.23) and we assume no evolution fo
¢, i.e.€ = 0. Using the same fitting method used for Model 1, tB.'
reproduce the observed luminosity functions #iedent redshift,
we find the best fit parameters (reported in Tablee2 —1.4,

(L_L*)a e (@nL/L {1 +(e- 1)(L_I‘*)2]_y (hybrid),
(6)

at mixes broken power law and Schechter behaviour; and a
roken power law,

ba0= 1027 Mpc3, ¢ = 0.22, L, = 10 erg st (e = 0, 6y (LY L\

Zoreak = 2.23). ¢(L,2) = L (L_*) 1+ (e- 1)(L_*) (broken power law)
(1)

3.3. Model 3

Model 3 is a combined fit to the HIZELS (Sobral et al. 2013) he broken power law is the simplest functiahat interpolates

WISP (Colbert et al. 2013), and NICMOS (Yan et al. 1999; Shiffftween a faint-end power lawec L* and a bright-end power
et al. 2009) data only. The procedure was designed spelificafV ¢ « L*". Both of these models are empirically motivated:
for use only in the redshift ranges under consideration fier t:N€Yy Were introduced to fit the shallower (than Schechtemftu
EuclidandWFIRST-AFTAslitless surveys (in particular afo< at highL. We also tried an alternative functional form used for
z < 2.23). As such, only the three largest compilations in tH8W-rédshift FIR and I data (Saunders et al. 1990, Eq. 1; Gu-
relevant redshift and flux range were used: in particulatahe Nawardhanaetal. 2013, Eq. 11), however the fitis worse thran f
zdata is not part of the Model 3 fit and we do not display Moddie broken power lam is higher by 8.1, with the same number
3results az < 0.6. We obtained the Model 3 luminosity functior®! dégrees of freedom) so we did not adopt it.

parameters and their uncertainties using a Monte Carlo MarkléThe factor of & 1= 1.718...in Eq. (7) does not lead to any physical

chain (MCMC.)' In Appendix C, we expl_o_re the dependence @ ange in the model — it is equivalent to a re-scaling of the break lumi-
the Model 3 f|t_s on the assumptlons, ﬂttmg methodology, an sity L. With the stated normalizatiom.,, is the luminosity at which
subsets of the input data used, which is a useful way to assggs F falls to ge of the faint-end power law, which is the same mean-
some types of systematic error. ing that it has in the Schechter function; without this factqrwould

Model 3 has the advantage of being fit directly to luminosityorrespond to the luminosity at which the LF falls 1@ bf the faint-end
function data points, and not to the analytic Schechterdfitiame power law.
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The Schechter function has one fewer parameter than the

. . . Residuals for Model 3 fit
others, so in this cas¢, was allowed to have an exponential

evolution with scale factoa = 1/(1 + 2), 15| i
d Ioglo¢ 1 1 © 1+ Bl
10910 ¢x,z = 10010 P2 + T* 11z 2) 8 E | 7 |
with (d/da) log;, ¢, taken to be a constant. The broken powerg" 0 Lé . %%j a]@;— D§ ;J;% %53 SR ]
law model was used for the reference fit, since it gives thé bes, R i‘é A h bt
2 a i
. g -05¢} 1
These models havisl,,, = 6 parameters, 3 parameters be—g,a Ll WISP |
sides the standard Schechter parametess ¢, L.), whose — ° HIZELS -
meaning, is as follows: 15}  NIEMOS 1
e (d/da)log,q¢. (for the Schechter function) characterizes -17 -18.5 -ie -15.5 -is -14.5
density evolution; itis positive if bt emitters get more abun- log; Fryq [era/em?s]

dant at late times.

o v (hybrid model only) interpolates between an exponentl,e_qg_ 3. Residuals to the kiluminosity function fits for Model 3, plotted
or Schechter-like cutbat highL (y = 0) or a broken power 4575 function of observed-framesHlux at the bin centre (horizontal
law form (y = 1: the power law index changes by 2 betweegis). All redshifts are plotted together. The green lines show the fit line
the faint and bright ends). Valuespf> 1 are not allowed. and factors of 2 above and below. The error bars showmotiinclude

o A (broken power law model only) is theftBrence between the cosmic variance, which is included in the fit but is highly correlated
bright and faint-end slopes. across luminosity bins.

e L, has a highe extrapolated limiting valie(L,..,) and a

value az = 0.5 (L, 05). The sharpness of the falfan L, at
low redshift is controlled by. In some models, log L0 The Schechter parameters for data and models are also shown,

(the value ax = 2.0) was used instead of lggl, ., to reduce o_nIy for illustrative purpose, in Figure 2 Note, how'evdrrat
the degeneracy with. since the parameters are correlated, a direct comparisoeée
them is not straightforward, in particular Model 3 assunise a

The three models fiier most strongly in their assumed form a# different form for the LFs.
the high-luminosity end: the broken power law has a power law Given the large scatter in the observed LFs covering similar
scaling (with sloper—A), whereas the Schechter function has amdshift ranges, all the 3 models provide a reasonableigésor
exponential cutfi. The hybrid model has an exponential diito of the data. Indeed, while it is ficult to choose a best model,
if ¥ < 1, but its steepness is decoupled framn— asy — 1, among the three, overall they describe well the uncertsirgind
the scale luminosity in the cuftoL, /(1 -) can be much greaterthe scatter betweenftiérent observed LFs, in particular at high-
than the luminosity at the bredk.. Z

The likelihood evaluation predicts the luminosity func- Comparing diferent redshift bins, it is evident that at lawv-
tion averaged over a bin of lggly, and enclosed volumethe models evolve rapidly in luminosity, as clearly visilallso
[D(2)]® using Ng x Ng Gauss-Legendre quadrature schemig the evolution ofL, parameter, resulting in an increase of the
(for slitless surveys) or ahg-point Gaussian quadrature (fordensity of high luminosity it emitters. Since at high-instead,
narrow-band surveys, where there is no need to do a redl-3 models evolve mildly in luminosity and density, or even
shift average). The fiducial value of the quadrature parameslightly decrease in density (for Model 1), as a consequémee
is No = 3. A flat prior was used on the 5 or 6 parametergensity of hight objects is almost constant.
(@, 10019 ¢P«,100:9 Ly 20,100;0L+05.8 andy or A, as appropri- Finally, we note that the mainfiléerence between the 3 mod-
ate). Chains are run with a Metropolis-Hastings algorithtithe els at all redshifts is at the bright-end of the luminosityndu
end a minimizing algorithm is run on thé to find the maximum  tion. Model 1 has the lower high-luminosity end, but is sanil
likelihood model. in shape to Model 2, (both assuming a Schechter form), while

The best fit model (lowegt?) is the broken power law model Model 3 has the most extended bright-end, while it is slightl
with parameters (reported in Table @)= —1.587,A = 2.288, |ower at intermediate luminosities, and has the steepiedtéad
10910040 = —2.920, log L, 20 = 42557, logq L. o5 = 41733, slope. This occurs because of th&elient functional form used
andg = 1.615 (and the corresponding Igd-. . = 42.956). The in Model 3. Current uncertainties in the bright-end of the-em
faint-end slope ofr = —1.587 is 200 shallower than the ultravi- pirical HaLFs, do not allow strong constraint on the functional
olet LF slope of-1.84 + 0.11 measured by Reddy et al. (2008)form. Actually, recent analysis of GAMA and SDSS surveys
and 150 shallower than-1.73 + 0.07 measured by Reddy & (Gunawardhana et al. 2013, 2015) and of WISP (Mehta et al.
Steidel (2009) ar ~ 2. The residuals from this fit are shown irR015) suggest a LF more extended than a Schechter function bu
Figure 3. only at very bright luminosity% 10* ergs). Further analysis on

wider area will provide new insight on this issue.

4. Comparison to observed luminosity functions
The three empirical models constructed are plotted in eigur > Number counts and redshift distribution of He
in different redshift bins, and compared to the observets. emitters

2 Of course, at very high redshift thetiF must fall of since there are 1h€ cumulative counts, as a function of flux limit, predicted

no galaxies. We remind the reader that the empirical models built hé&% the models are shown in Figure 4. We derive the cumulative
may not be valid outside the range of redshifts spanned by the ing@unts in the same redshift range covered by the WISP slitless
data. data, i.e. 07 < z < 1.5. For comparison we show the observed
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Table 2. Fit parameters for the three models considered. Best fit centralsvahee2r errors (without uncertainties when fixed). Units are Mpc
(¢4) and erg st (L,).

a 109,40 l0g;o Lo 0 € Zoreak
Model 1  -135010  _280:915  4150:0 20090 1090 1370
a 10G10Px0 10010 Ls 2prea c € Zoreak
Model 2 -140°010  _27001 4259910 (221008 0.0 223
@ 1010 Px.0 10030 Lx 20 10g;0 Lx.05 A B
Model 3 -158791%2 29202183 42557_*8&(1)3 417333139 2.28873%%9 1.615f2:%é
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Fig. 4. Left panel: Cumulative Hr number counts, integrated over the redshift rangés® < 1.5 (WISP range). The observed counts from the
WISP survey (Colbert et al. 2013) are shown (blue circles) and fiem WISP analysis by Mehta et al. (2015) (cyan circles), and cordgare
the empirical Model 1, 2, and 3, (blue, black and red lines, respégtiviso shown (as dotted lines and empty squares) are the counts abtaine
integrating the observed LFs (see legend) in the same redshift rRigie.panel: The same cumulative ddnumber counts compared to the
predictions from L12 mocks (green dashed and solid lines using intringiextincted k fluxes, respectively) and GP14 mocks (dark and light
grey forH < 27 andH < 24 mocks, respectively).

Ha WISP counts, taken from Table 2 of Colbert et al. (2013 giving the lowest counts due to the large weight assigned to

and corrected for [M] emission as indicated in the original pathe (lower amplitude) HiZELS and WISP samples.

per, withLy, = 0.71(Lne +Ln ), for consistency with the WISP

Ha LF used here. Besides WISP counts, we show also the pre- At the depth and redshift range of the originally planid

dicted counts using single luminosity functions atetient red- cjid Wide grism survey (Laureijs et al. 2011), Fg, > 3x10716

shifts (integrated over the same redshift range © z < 1.5). ergcm?2s?, and 11 < A < 2.0 um (sampling kv at 070 < z <

The three models reproduce well the scatter between the ol) Models 1, 2, and 3 predict about 2490, 3370, and 1220 H

served counts and observed luminosity functions, with Modemitters per de respectively. This increases to 42500, 39700,
and 28100 K emitters per degfor Fy, > 5x 1017 erg cnt?

Article number, page 7 of 16page.16



A&A proofs:manuscript no. AA_2015_27081_Pozzetti_etal16

s! as originally planned for the Dedpuclid specroscopic sur- 1 and 2 are more similar, sampling the low luminosity end of
vey (see Table 3). their similar LFs, with Model 1 having a slightly steeper Litda
The WFIRST-AFTA mission will have less sky coveragehigher¢,. Model 3 predicts a density of emitters that is a factor
than Euclid (2200 ded instead of 15000 déy but with its from 1.5 to 2.5 lower than the other models from the faint ® th
larger telescope will probe to fainter fluxes. Its grism sptre bright fluxes considered, at all redshifts.
range from 1.35-1.89m .2 The single line flux limit varies with The new analysis by Mehta et al. (2015) of the WISP survey
wavelength and galaxy size; at the center of the wave band ialso shown in Figure 5. The number densitieg at 2 have
a point source, and for a pre-PSfegtive radius of 0.2 arc secbeen derived using the [OIllI] line luminosity function, aad-
(exponential profile), it is $ x 1017 erg cnt? s1. The three suming that the relation betweemvtand [OllI] luminosity does
luminosity functions integrated over tWFIRST-AFTA sensi- not change significantly over the redshift range. The expect
tivity curve® predict an available galaxy density of 11900, 1240@ipns are quite high but consistent within the error-barwiir
and 7200 gal deg (for Models 1, 2, and 3 respectively), in thenighest model.
redshift range D6 < z < 1.88. In Table 3 we list the predicted redshift distributions in+e
The previous community standard luminosity functioghift bins of width of Az = 0.1, at various limiting fluxes, for
model, used for the 201EuclidRed Book (Laureijs et al. 2011) the three dierent modef& In addition we list also the expected
and in pre-2012WFIRST studies (Green et al. 2011), is that ofumbers for the 3 models afftérent flux limits and in the typical
Geach et al. (2010) divided by a factor of 1.257. This luminogedshift ranges for future NIR space missions. In partictda
ity function predicts 7470 and 41500cHemitters per degin  the original Euclid wide/deep surveys, designed to cover in H
the same redshift range.f0< z < 2) and flux limits ¢& 3 or the redshift range.@ < z < 2.0 at flux limit about 30.5 x 1016
0.5 x 107*® erg cm1? s71) of the original wide and deefuclid erg cnt? s°%, using two grisms (bluered), we expect about
surveys. This is a factor of about 2—6 more than estimategldter 120028000 — 34020000 objects for dégWe note that for the
bright fluxes and a similar number at faint fluxes. Thiéaence wide survey similar number densities can be reached usiag th
is partly due to the factor of In 18 2.3 from the convention for same exposure time but a single grism, for example covehiag t
¢« in the Geach et al. (2008) luminosity function, and partly beedshift range ® < z < 1.8 to a flux limit of 2x 10726 erg
cause Geach et al. (2010) used the brightest and highest Lichy? s, we expect about 2000-4800u+emittergded’, there-
Yan et al. (1999) as the principal constraint in the 1.3 range; fore in total 30-72 million of sources will be mapped Byclid
in contrast later WISP and HiZELS samples have found feweor the Euclid deep survey an extension of the grism to bluer
bright Ha emitters at this redshift. wavelenghts, i.e. to lower redshift, for exampld & z < 1.8,
Very recently, from the new analysis by Mehta et al. (201%ill increase the number densities to about 32000-48000°deg
of the bivariate k-[Olll] luminosity function for the WISP sur- and therefore 1.3—2 million of emitters mapped in 40%deg
vey, over roughly double the area used by Colbert et al. (2013 \We remind the reader that these predictions are in terms of
they expect in the range®< z < 2 about 3000 galaxigded observed H flux, i.e. include intrinsic dust extinction in théa
for the nominal flux limit of Euclid (> 3 x 107'° erg cm® %) emitters, and is corrected for [ij contamination. However, at
and~ 20000 galaxigsleg for a fainter flux limit & 1x 10™°  the nominal resolution of botBuclidand WFIRST-AFTA, these
erg cm? s°4, the baseline depth diVFIRST-AFTA). We note Jines will be partially blended; thus, here we may be undéres
that these expectations are more consistent with our tweehigmating the final detection significance of the galaxies, the.
models, i.e. Model 1 and 2, than with our lowest Model 3. Fegukensitivity to Hx flux is better than the single line sensitivity de-
4 shows their counts atD< z < 1.5 (from their Table 4). scribed here, even if not by the full factor of therfHa+[N 1])

~ The redshift distributionsdN/dz) at various ¥ flux lim-  ratio. For this reason, we expect that our analysis is soragwh
its (0.5,1,2,3 x 10716 erg cn? s71) relevant to theEuclidand conservative.

WFIRST-AFTA surveys are shown in Figure 5. Besides the ob- Finally, future NIR space mission will use slitless spec-

served WISP cumulative counts (from their Table 2, interpolaroscopy and therefore iar from some degree of contamination
ing at the Hr flux limits corrected for [Ni] contamination), we i the spectra (depending on the rotation angles used), lhasve
show alsodN/dz derived using single luminosity functions obyyjsjdentification of diferent emission lines, which will decrease
served at dferent redshifts (integrated over the observed redshiffe efective numbers of emitters available for science. We note,
range and plotted at the central redshift of each survel§ e-  however, that unlike the WISP survey, both Euclid and WFIRST
ident that the current scatter in the observed luminositgion yjj| yse multiple dispersion angles to break the degenefacy
atz> 1, introduces a large uncertainty in the predictions, in paghich lines from diferent sources at fierent wavelengths can
ticular at bright fluxes. The dfierences between our three modelgy| on the same pixel. Therefore the number of objects cdetpu
are due to the dierent evolution and parametrization assumegbm the HLF should be reduced by the completeness factor be-
for the luminosity functions. In particular, as discusse@iievi- - fore being used in cosmological forecasts. Preliminaryreges
ous section, with Model 2 having a brightey at high redshifts, of this factor have been included in tiiuclid (Laureijs et al.
this is a regime where large areas data are almost not akilafhe estimates of completeness will continue to be refinetias t
and EUCI’d will cover thIS gap At fa|nt ﬂUXeS, InStead Modelinstrument’ pipe"ne’ and simulations are deve|0ped. 'ﬁrbb_p

, — : - lem of sample contamination depends on the abundance af othe
3 The grism red limit was 1.9am in the origina WFIRST-AFTAde- . . . . .
Eign;l_it wasI changed to 1.84m in fall 2014 due to an increase in thel—mpeh?);glrw?aﬁiél.ree. dgﬁ?ﬁi)éggiézir?;;?ﬁ/r?élgbﬁéor;?éigﬁem

aseline telescope operating temperature. . . . )

4 The Ho+[N 1] Eom&ex is gartiafl)y blended aVFIRST-AFTAreso- IS _specmc to'each survey as it depends on wavelength range,
lution; the exposure time calculator (Hirata et al. 2012) now containg&ism resolution (e.g. botuclid and WFIRST-AFTA would
correction for this &ect.
5 D. Spergel et al., in preparation. We also used the 2 galaxy © Complete tables for the 3 models at limiting fluxes
size distribution in the//FIRSTexposure time calculator (Hirata et al.from 01 to 100 x 10 erg cm? s?! are available at
2012). http;y//www.bo.astro.jt~pozzettiHalphaHalpha.html
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Fig. 5. Ha redshift distribution above various flux thresholds (frof%101¢ erg cn? s* to 3x 1076 erg cni? s, from top to bottom panels).
Observed redshift distributions are indicated with open circles, while datined integrating LFs are shown with squares. HaLF predictions
from Model 1, 2, 3 are shown as thick solid lines. The predictions fro@mbcks (green dashed and solid lines using intrinsic and extinated H
fluxes, respectively) and GP14 mocks (dark and light greyfer 27 andH < 24 mocks, respectively) are also shown.

separate the [@] doublet), and which deep imaging filters ar€ii) the MR7 simulation (Guo et al. 2013) wit},,=0.272,h =
available. Pullen et al. (2016) present an example#iiRST- 0.704 andrg = 0.81. Merson et al. (2013) provides a method for
AFTA (combined with LSST photometry) that should achieveonstructing lightcone galaxy catalogues from the GALFORM
a low contamination rate, albeit under idealized assumptiti populated simulation snapshots, onto which observatigelat-
is presumed that deep spectroscopic training samplesavith tions can be applied, like an apparent H-band magnitude. limi
quired to characterize the contamination rate in the cosgyol These lightcones come with an extensive list of galaxy prope
sample. The redshift completeness factor could also bdtgensgies, including the observed and cosmological redshifies,ab-
dependent, and its estimation will require mock cataloguifs served magnitudes and rest-frame absolute magnitudes-in se
clustering. The models presented here, therefore, wilNigeo eral bands, and the observed fluxes and rest-frame lunigssit
a key input to instrument simulations that aim to forecast tlof several emission lines. For the present work, we have/aedl
completeness of the Euclid and WFIRST-AFTA spectroscodightcones built with the Lagos et al. (2012) GALFORM madel
samples. (L12 mocks, hereafter) and with the Gonzalez-Perez et@L4P
GALFORM mode? (GP14 mocks hereafter), using respectively
the Millennium and MR7 simulations. It is essential to paint
6. Comparison to semi-analytic mock catalogs that the model parameters for Lagos et al. (2012) and Ganzale
Perez et al. (2014) are calibrated using mostly local dedase

We compare our empiricaldimodels to ki number counts and g0 a5 the optical and near-IR galaxy luminosity functions

redshift distributions from mock galaxy catalogues buittihe 5 icyjar, no observational constraints from emissioe tjalax-
semi-analytic galaxy formation model GALFORM (e.g. Col&.q 5re used in the calibration process

et al. 2000; Bower et al. 2006). The dark matter halo merger ’
trees with which GALFORM builds a galaxy catalogue are ex- | agos et al. (2012) Euclid lightcones are available from
tracted from two flanCDM simulations of 500Mpfh aside, dif-  httpy/community.dur.ac.ute.i.mersoplightcones.html

fering only by their cosmology: (i) the Millennium simulat & Gonzalez-Perez et al. (2014) lightcones are available from the Mil-
(Springel et al. 2005) witl2,,=0.25,h = 0.73 andog = 0.90; lennium Database, accessible from hitpww.icc.dur.ac.ujdata
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Table 3. Redshift distributions for a range of limiting fluxes (in units of ¥0erg cn? s71) from the 3 empirical Models (1, 2, 3). Values given
aredN/dz in units of deg? per units redshift. Also listed the cumulative counts integrated over speeifghift ranges, in units of deg The
predicted numbers include intrinsic extinction in the Eimitters and is corrected for [ contamination.

dN/dz
Model 1 Model 2 Model 3
Redshift 0.5 1 2 3 5 0.5 1 2 3 5 0.5 1 2 3 5

0.0-0.1 2924 2192 1616 1339 1044 4451 3245 2329 1901 1455 - - - -
0.1-0.2 10252 7324 5078 4021 2909 13491 9406 6369 4976 3543 - - - - -
0.2-0.3 17381 11892 7720 5768 3773 20782 13916 8868 6572 4267 - - - - -
0.3-0.4 23608 15445 9287 6511 3837 26276 16921 10097 70770 419 - - - - -
0.4-0.5 28730 17898 9946 6546 3462 30255 18731 10475 69641 377 - - - - -
0.5-0.6 32705 19372 9964 6155 2896 32997 19659 10344 65433 324 - - - - -
0.6-0.7 35612 20068 9570 5536 2297 34753 19966 9926 5987 271274255 12169 4739 2273 725
0.7-0.8 37594 20185 8930 4825 1757 35731 19840 9353 5388 22425586 12404 4517 2061 621
0.8-0.9 38813 19890 8164 4112 1310 36092 19411 8701 4794 18336232 12265 4181 1822 524
09-1.0 39423 19313 7353 3449 961 35961 18764 8015 4227 148762902 11831 3779 1579 437
10-11 39561 18553 6552 2861 698 35430 17959 7319 3697 119858662 11182 3350 1347 362
11-1.2 39340 17683 5794 2357 504 34566 17033 6627 3206 958 0642510389 2923 1136 297
12-13 38851 16756 5097 1933 362 33424 16015 5946 2755 758 97823 9514 2518 949 243
13-14 36560 15144 4281 1515 250 32045 14926 5284 2340 591 69122 8606 2148 788 198
14-15 32911 13107 3447 1140 165 30465 13783 4642 1962 454 27221 7703 1817 652 162
15-16 29635 11357 2782 861 110 28714 12601 4026 1619 341 791976832 1528 537 132
16-1.7 26704 9856 2253 654 74 26823 11396 3440 1311 249 1825913 1279 442 107
1.7-18 24090 8572 1831 499 50 24820 10182 2889 1038 177 16748256 1067 363 87
1.8-1.9 21760 7471 1493 382 34 22734 8976 2378 801 121 1527770 45889 299 71
1.9-20 19686 6527 1223 295 23 20594 7794 1912 599 79 13864 4 39540 246 58
20-21 17838 5716 1006 228 16 18430 6652 1496 432 49 12524 8 34®16 203 48
21-22 16192 5019 830 178 11 16275 5568 1134 298 28 11268 29782 168 39
22-23 14724 4419 689 140 7.8 14169 4562 830 196 15 10101 25027 139 33
23-24 13412 3900 573 110 5.5 12246 3691 594 125 7.7 9025 21856 115 27
24-25 12240 3452 479 87 3.9 10556 2969 420 78 3.8 8040 18358 2996 22

N
Model 1 Model 2 Model 3

0.7-15 30305 14063 4962 2219 601 27371 13773 5588 2837 952 69819 8389 2523 1033 284
15-2.0 12188 4378 958 269 28 12369 5095 1465 537 97 8393 266%1 5189 46
0.7-2.0 42493 18441 5920 2488 629 39740 18868 7053 3374 104980912 11052 3074 1222 330
09-18 30708 13034 3939 1527 317 28225 13266 4819 2216 621 99519 7733 2041 779 203
04-1.8 48053 22775 8596 4244 1489 45208 23027 9699 5183 2002 - - - - -

We are most interested in th&band magnitude and theaH plored (from> 107 up to> 1077 erg cnt? s71), i.e. they are
flux. To assign galaxy properties, the stellar populatiantisgsis therefore in disagreement with the observed counts from WISP
models from Bruzual & Charlot (2003) (GISSEL 99 version) isurvey and with most of the counts derived from empirical LF,
used with the Kennicutt (1983) initial mass function ovee thwith the only exception of HIZELS Sobral et al. (2013). We édav
range 015M, < m < 120M,. To calculate the H flux, the also tested thefiect of limiting magnitudes on the ddcounts
number of Lyman continuum photons is computed from the sfaom the GP14 mock, finding that a mock selectedHto< 24
formation history predicted for the galaxy. The Sieskia (1990) underestimates the density ofvl¢mitters but only at very faint
models is used to obtain the line luminosity from the number Buxes (3x 10717 erg cnt? s71).
continuum photons (F45000 K, r=10 and Ns'1), testing that  Finally, we compare the mocks with our empirical models.
the choice of the HIl region properties from the Stasinskd@® \ve find that the mocks predict counts, in the redshift 9 z <
does not have an impact on the number afénitters. The dust 1 5 jower than our models; for example the GP14 mock is lower
extinction law is the one for the Milky Way by Ferrara et alihan Model 1 by a factor 2 to 4.5 from faint to bright flux limits
(1999). Broad-band magnitudes are reported on the AB scalethe |12 mock predictions are even slightly lower than the GP1

In this work, we have analysed the light-cones construatedrhock.
emulate theEuclid surveys. In particular, in order to explore the e have also explored théfect of dust extinction, showing
effect of the selection on the density oétémitters, we have ex- the cumulative counts for intrinsic dfluxes (i.e. before dust
plored deep mocks selected in magnitude provided Gerént extinction applied) for the L12 mock in Figure 4. In this case
areas (100 dégimited to H < 27 for L12 mocks and 20 dég the simulated mock predicts very high number densitiesighbr
limited toH < 27 orFyy, > 3x 10"*% erg cni? for GP14 0ne).  fiyxes ¢ 10715 erg cmi? s°Y), above all the data available, but

In Figure 4 we show the cumulative number densities derivadree with the two faintest data from the WISP survey, which
using diferent mock catalogues in the redshift range @ z < are close to the deeluclid flux limit. We note that the fect
1.5. The two light-cones, irrespective of the GALFORM versionf dust extinction is flux dependent in the L12 mock. However,
used, underpredict the cumulative counts at all fuxes ex- also predictions using intrinsic difluxes and applying a dust
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extinction of 1 magnitude (0.4 dex), as usually applied rezity
in the data, provide counts even lower than mocks shown and L L L

flatter than our 3 models and explored data. ___BI3

In Figure 5 we further analyse the predictions for the reftishi 1o+ |- - - - MD14 =
distribution, at various flux limits, from the light-condsis evi- i Model 1 : kR
dent that redshift distribution from mocks, irrespectivée ex- 3 | — 005 o gt T ]
plored flux limits, are consistent with data at low redshifhile = | = |
they are systematically lower than dataat 1, despite the large < 1

dispersion in the data. The number densities from GP14 mogk
are lower than our models and data by a factor up to 10 at faint
fluxes andz > 1.5. The L12 mock predictions are even Iower"é
than the GP14 ones, in particularzat 1.5, where at all fluxes T ow
except for faint ones, the number densities continue toedeser -
with zand not present a flattening as in the GP14 mock. At loy
redshift, instead, the mocks cover relatively well the &g
number densities predicted by our models, being more simaila
Model 1, 2 az< 0.7.

In addition, we have explored thé&ect of a brighter H-band
magnitude limit H < 24 compared to the origin&l < 27) in the
GP14 mock, finding that it does noffect strongly the redshift ‘ ‘ ‘ ‘
distribution at all flux explored, but fainter one at high shiit 1% 05 | 15 -
(z> 2). Finally, we note that only using intrinsicaHluxes, i.e. redshift
before dust extinction has been applied, the L12 mock pieéic
tail in the redshift distribution at high redshift & 1.5-2) and Fig 6. Ha luminosity density of the Universe as a function of redshift.
bright flux limits consistent with our empirical models oreev The solid thick lines show the total luminosity density, whereas the thin
higher atz > 2 (note however that empirical models and data aselid curves show the luminosity density for emittersat 10716 erg
not corrected for dust extinction). cm2 st (upper set of curves) arfel > 3x 107 erg cn? s* (lower set

We remind the reader that the SAMs used here are not cgflcurves). The dferent colours are codes for each m_odel (blue, Mo_del
ibrated using emission line datasets. The predictions afksi0 %etblf\clkllkyMIOdgl 2§_?ng red,{ 'th)Ode|d3)- '?r']so ?ho;/vn 'Sche r(]:altcu!atlor}

ota uminosity density based on the Sstar rtormaton nistories o
Iﬁ;itrhgié_&rl_eles)_hﬁ]vg ?uetﬁ?eavchs?sdhib Ztlz’;\???r? s:eﬂégg;,@ (SMadau & Dickinson (2014, green dashgd) anq Behroozi et al. (2013
will analyse in detail an optimization of the mocks to reprod g;a;]ysgassféztldea;g?as hcii%?i:ﬁl?/l)ﬁon the right axis we report alsofhe Sk
empirical HrLFs, taking into account also the contribution o? y '
AGN, which might dfect this comparison.

— 0.01

sit

1,

SFR density [M,/yr/Mpc?]

Ha lum

7. Ha luminosity density and star formation history  above SFHs, has been used to correct them back, i.e. thederiv
, . o . Ha luminosity density has been reduced by a factor df*li
Finally, we consider the implications of our empirical mtsfer  5ccordance with the commonly-assumed 1 magnitude of extinc
the global Hr [um|n05|ty densﬂy_of the Universe, and the closelyjy, (Hopkins et al. 2004). This procedure is not an independ
related cosmic star formation history. check, since Behroozi et al. (2013) refer to some of the satze d

_ The Hr luminosity density is shown in Figure 6, as preyseq in this paper, but does provide an assessment of the over
dicted by each model. We show the total (integrating the fung| consistency of the literature, particularly given thedau &
tional form over all luminosities), along Wl'éh the prg:dquns by Dickinson (2014) and Behroozi et al. (2013) consider mahgot
each model jmposing ;IU)_(l“m'tS & > 10" erg cm® s~ and (5cers of star formation (i.e. not justbias well. The agreement
F > 3x 107 erg cm” s™. Note the excellent agreement forg \yithin a factor of 2 diference az ~ 2 for one of the star forma-
the integrated luminosity functions, even though the lirgid (o histories, and better for other cases — we considegtiog,
is quite diferent for the 3 models (being lower for Model 3). Agjiven the uncertainties in the extrapolation to fluxes lothan
one can see from the dashed curves, the depth probed by covered by H surveys. We further note that the agreement
surveys picks up only a portion of the overatriémission in the s || recovered if we consider a more sophisticated et
Universe: for example, Models 1, 2, and 3 predict that 31, 3§ the dust extinction, varying it with redshift as derivedrh
and 23 per cent respectively of therkémission passes the fluxne ratio between FUV and FIR luminosity densities (Burare
cutkF > 107" erg cm“ s atz = 1.5. Atz = 1.5, to represent et 5| 2013). However, this procedure introduces additiana
half of the overall kk emission, we would need to lower the flux,ncertain assumptions on the dust extinction law and onahe r

cutto (31~ 6.6)x 10" erg cnr? s, _ tio between the extinction in the continuum and in the eroissi
Also shown in Figure 6 is the observed (i.e. no corrected fghes (Calzett et al. 2000).

extinction) Hr luminosity density derived from the star forma-

tion history by Madau & Dickinson (2014) and Behroozi et al. Finally, we note that on the contrary the SAMs considered
(2013) along with its dispersion. We, respectively, usedtie- in this paper predict a star formation density below the val-
version ofLy,/SFR = 7.9 x 10%2 erg s M;! yr (Kennicutt ues deduced from the observations & & z < 2 (see La-
1998), appropriate for a Salpeter (1955) initial mass fianct gos et al. (2014), Figure 3). We emphasize here that the ob-
used by Madau & Dickinson (2014), and adding a factor of 1sérvedexctincted Ry luminosity density is inferred after apply-
boost, appropriate for the Chabrier (2003) initial massfiom, ing a correction for dust extinction and after extrapolatitmwn
used by Behroozi et al. (2013). For consistency, the sane#atecto faint unobserved k luminosities, introducing therefore fur-
used to correct for dust extinction inaHsurveys to derive the ther uncertainties in the comparison with models.
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The Hx luminosity function is a key ingredient for forecastsions grant STK0032671 and Durham University.
for future dark energy surveys, especiallyzat 1 where blind
emission-line selection is one of the mofi@ent ways to build
large statistical sampl_es of galaxles with known redsh_We References
have collected the main observational results from theslitee
H i i i i Albrecht, A., Bernstein, G., Cahn, R., et al. 2006, arXitragph/0609591
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affect the outcome by more than the statistical errors in the fi@nzalez-Perez, V., Lacey, C. G., Baugh, C. M., et al. 2014RMS, 439, 264
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clid and WFIRST-AFTA will chart the three-dimensional posi Guzzo L., Piefleoni. M.. Meneux. B.. Branchini, E.. et 2008, Nature, 451,

tions of tens of millions of galaxies at> 0.9, a spectacular ad- ~ 541
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; ATh i~ Lagos, C. d. P, Bayet, E., Baugh, C. M., etal. 2012, MNRAS, 2142
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Appendix A: Cosmic variance which results in a modified cosmic variance té&rm
This appendix describes the treatment of cosmic variantteein CiCJ-V2 = CiCJ.V1(1 + Che om0 bizlogoLjl/ezy (A.4)
Model 3 fits.

) . . . .__Herec;, is the fractional prior uncertainty in the bias aogdis
In the linear regime, the cosmic variance error covariange o re|ation length in logy L. The fiducial parameters taken
between two luminosity function birisand j coming from the ,ec, — 0.5 (50% scatter in the bias model) aog= 2 (2 dex
matter density field is given by correlation length). As always with priors, these paramsetee
somewhatad hog¢ but despite this drawback we expect that a
oy BLe(L)) 5 5 , ok procedure with a range of bias models is more likely to be able
G = N f(bi + fu)(bj + fuf)Pm(k, 2) IW(K)| (27 10 approximate the real Universe than a fixed-bias case<
(A1) C{h) or the assumption of no cosmic variance at all.
There are thus 3 possible models for the incorporation of cos
mic variance in the narrow-band luminosity function:

where Nt is the number of independent field8x,(k, 2) is the
real-space matter power spectrum at redshift is the growth e No inclusion of cosmic varianc&(; = 0).
rate (which boosts the cosmic variance in narrow-band gerve e The simple, luminosity-independent bias modél;;( =
due to redshift-space distortions), angk) is the window func- CiYh.
tion, the Fourier transform of the survey volume, normalil® e A random suite of luminosity-dependent bias mod€ls €
W(0)_= 1. We have used this result here assuming a bias of ccvz)
b = b = 0.9+ 0.4z (from a semianalytic model, Orsi et al. 2010, "
although there is evidence that the bias of star-forming>ges The slitless surveys have a veryffdrent geometry: they
might be higher; see e.g. Geach et al. 2012). This reduces phebe tiny areas (e.g. the WFC3 detector covers only 4.8
cosmic variance matrix to arcmir?), but they have a very long contribution in the radial di-
rection and usually have many more independent fidNis=(29
ovi D) = . o0 , ok for WISP). For the B < z < 0.9 and 09 < z < 1.5 slices, the

S T v f(b+ f17)"Pm(k, 2) IW(K)I 5 (A.2) predicted cosmic variance diagonal covariances for WISP are
' 0.0020 and 0.0014 respectively. The WISP luminosity fumctio
(Here all the entries in the covariance are constant.) includes the cosmic variance term, although the fitting @roc

. . ' . dure used here does not include the cosmic variance coearian
_The HIZELS error bars do not incorporate a contribysenyeen luminosity bins. We have not attempted to add these i
tion from cosmic variance. However, we can estimate it frogh the additional 4% standard deviation is negllglble
Eqg. (A.1) assuming the geometry Nf = 2 independent boxes
of size 1x 1 deg each. The depth in the radial direction is given
by the width of the narrow-band filter, andAg = 0.020, 0.030, Appendix B: Poisson error bars

0.032, and 0.032 & = 0.40, 0.84, 1.47, and 2.23 respectively.rhis appendix considers the asymmetry of the Poisson earor b
The faintest bins in HIZELS at = 2.23 come from the HAWK- P Y y

| camera, and the survey volume is smaller in this case: it i%nathe context of constructing a likelihood function for thie

single field, with size 125x 0.125 deg, and widthz = 0.046. uminosity function for Model 3. The procedure was inspired

e . : : by applications in cosmic microwave background data airsglys
For the 4 redshift bins and the luminosity function bins veie . L
full field has been observed, the impliedydiagonal elemeifrttseo where the anisotropy power spectrum has asymmetric (in that

covariance are 0.100, 0.045, 0.032, and 0.025. For the HAW&_a[s_e)(_z-shaped) error bars (Verde etal. 2003). A common exam-
data (faintest objects ’atz 2'2’3), we find a variance of 0.256. ple is in power spectrum estimation, where the overall fitlan

A bile i is that the ab d ﬁ:i]a ed downward if symmetric error bars are assumed because
more subtle issue is that the above procedure assumes {Rafi, yer data points have smaller error bars and pull thEdit.

the bias is independent &fy,. This assumption has been COMiiq
monly used for the purpose of forecasting ldurvey perfor-
mance and its dependence on survey design. However, in ¢
bination with Eq. (A.1), it implies that the cosmic variarman-
tributions in each bin are perfectly correlated. That mehata
fit using Eq. (A.1) will assume that themape of the HeLF has

reason, parameterized forms of the asymmetry are commo
in reporting likelihood functions in the cosmic microwavach-
yund community (see e.g. Bond et al. 1998, 2000; Verde et al
2003). A similar phenomenon can occur in fitting a luminosity
function: the Poisson error bar on a data point that fluctuate

. ! . : " downward is smaller than on a point that fluctuates upward, so
no cosmic variance: the cosmic variance term will insteémhal

o . . _fits to the raw luminosity function that treat this error asnsy
only thenormalization to float up and down with an uncertaintyyetic will be biased toward lowes(L, 2). As an extreme ex-
given by Eq. (A.1). Since cosmic variance is the largestrioum

. ] ample, the likelihood function will even allow a finite likkbod
tor to the errors in some luminosity ranges, the procedu®@b ¢ 4| 5 < 0, which is clearly unphysical. On the other hand
could lead to fit results that are artificially well-constrad, if ’ ' '

the bias is in fact dependent dry,. There is no reason for reating the error on log #(L, 2) as symmetric will biass(L, 2)

" upward, since data points that fluctuate upward will havedlsma
db/d(log;, Ln.) to be exactly zero, although for star-formlngeﬁor bars in Iog-spgce P
galaxies it is not obvious which sign to expect. We have thus ¢ e 1y Juminosity function measurements contained only

explored the possibility of averaging the covariance Malver  pisson errors, then the log-likelihood for a point witiobjects
a range of possible bias models, constrained by some kind urvey vqurr;eAV and a bin widthAL is '

prior. A simple example of such a prior on the bias is that it de
viates from the simple fiducial model according to a Markavidn £ = —In(N!) =1+ NIn 4, (B.1)
process in logy Ly,

9 There are redshift-space distortion terms in Eq. (A.4) that we have
_ _ neglected; we do not believe the fidelity of the model warrants a more
(by=Db, Cov(,bj) = c3be!!P%oti-loGoLil/c; (A.3) intricate correction.
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whered = ¢ AL AV is the expected number of objects. The max-

; - § >0 o -16 2
imum likelihood point is atl = N, and so the log-likelihood Galaxy counts, 1.25<A<1.80 um, F>2x10"" erg/cm®/s
relative to the maximum is Extreme combinations of variations

16 :
A A Reference
InL~1InLax = N(l_ N +1n N) (B.2) 14 Minimum - 8
A 12 Maximum
The estimate of the luminosity functiongs= N/(ALAV), and 3 .
the estimate of its uncertainty isn, = 1/ VN, so this can be 23 10 7 i
re-written as 2 8 s
AR g © g
|n.£—|n.£max: T(l—7+|n 7):— > (83) % 4 r I L‘
O-Inqﬁ ¢ ¢ 2O-In¢ J 7_‘ 1
2 4 :
where we have defined the re-scaled paramegerfollow: 0 ;ﬁ I& :
B ¢ ¢ L "D DYDY > 9
X==%4/2[=-1-In%]|, (B4) )
¢ ¢ Ngal [deg ]

with the + sign used ifp > ¢ and the— sign if ¢ < ¢. We note fjq c 1. Posterior probability distribution for the number of galaxies
that the argument of the square root is always positive (dr OgkF > 2 x 1026 erg cm2 52 and in the wavelength range 1.25-1.80
¢ = ¢), and thaix is actually an analytic function of = ¢/¢—1, um (redshift 0.90—1.74), for reference Model 3 and its extremebiom

1 7 nations of modifications considered (see text).
x=++2[y-In1+y)] =y- §y2+ 3—6y3— (B.5)

'Fl;hg real ;rro_rt)bars r_leer(]j not have rghe sa;]me asy?mgtry ag ftes of the KILF. Relative to the reference fit, theX fit used
oisson distribution in the cases where they are dominatedife -ompination of fits to the bin centre; error bars symretri

lrgéwnh bounding optimisticMAX) or conservative MIN) esti-
other terms (e.g. cosmic variance). We therefore test tosém- log¢:; and WISR-NICMOS data only. ThelIN fit used the

sitivity of the r.esults to the qssume_d “““."9 scheme. combination of error bars symmetric ¢ and HiZELSFWISP
| wellcr;]ovanan(]:ce m".im@k's re-written in terms ok, and the 44 only. The main types of variations considered, andteesu
og-likelihood surface is taken to be quadratic, of the fit are listed in Table C.1. We consider the predictiohs
the models for the number of galaxids above 2x 1071 erg
2 _ _ 17y : .
X°==2InL+2In Linax = Z[C 1ijix;. (B-6) cm2s1andin the h redshift range (0.92<1.74).

' The fits with more simplistic treatment of the finite bin width

This approach has the advantage that with one switch in the §#SiNgNc = 1 and the luminosity function &= (znin + Znax)/2

ting code, the error asymmetry may be treated in 4 ways; ~ @nd10goL = (10930 Lmin+10g;0 Lmax)/2) l€ad to higher predicted
g y y may y counts. This is the result of Eddington-like biases: foreepty

e Poisson: This uses Poisson-shaped errors (Eq. B.5). falling luminosity functiort®, a bin of widthA log,, L x Az con-

e Symmetric-linear: This uses symmetric errorsgnby setting tains more galaxies than would be predicted based on the lumi
X =Y. nosity function at the bin centre. The reference fit corréuis

e Symmetric-log: This uses symmetric errors in lggp or Ing, ~ effect by incorporating it in the model. THés = 5 case was
by settingx = In(1 +y). run as a convergence test, and shewslo changes. The dif-

e Symmetric-native: This uses errors symmetric in eithgior  ferences between the cases indicate the significancetefett
In ¢, depending on which was reported by the analysis teaways of treating finite bin size. The uncertainties are Isirfer
the NICMOS data since large bins in both logndz were used

The Poisson shape for the error bars is probably the most realthe NICMOS studies (Yan et al. 1999; Shim et al. 2009). The
istic in the bins with small numbers of galaxies, but due ® theffect of this treatment is smallest for HiZELS since there is no
contribution of other errors it is not exact. Therefore wagider averaging over redshifts and the lodins are narrow.
other shapes as well (see Appendix C). The choice of cosmic variance treatment (CV1 versus CV2)
matters little & 107) in the integrated counts in theuclidrange
Fhe > 2x 10718 erg cn? s71 from switching between these two
models, although the faint-end slope changesdy 1
In order to assess the robustness of Model 3, we re-ran the fitsA bigger diference arises when the cosmic variance is arti-
modifying some of the key aspects of the data handling. Tfieially turned df; this causes the predicted number of galaxies
reference model is based on (i) use of all data sets; (ii) the bto go up by 2r. This behaviour is driven by the three lowest-
ken power law model for the luminosity function; (iii) the @V luminosity HIZELS points at = 0.84, which have small formal
cosmic variance prescription; (iv) the Poisson error bammas error bars (0.03 or 0.04 dex) and are actually above the WISP
metry model; (v) integration over luminosity and redshiiitigy counts.
usingNg = 3; (vi) HIZELS aperture corrections assuming a 0.3 The treatment of error bar asymmetries pulls the fits in the
arc sec half-light radius for all sources; and (vii) theifHa expected direction: treating the error bars as symmetipdeads
ratio assumed in the input publications. We vary the refegento a lower result by almost® and treating them as symmetric
assumptions (functional function, C¥g, error bars) and we
also considered extreme combinations of modifications toeco'® Technically, one with large second derivative.

Appendix C: Variations and robustness of Model 3
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Table C.1. Fit parameters for the various models considered. Central valudésratee maximum likelihood model, and error ranges shown are
95 percent enclosed posterior intervals (i€).20f the remainder, 2.5% of the posterior is at lower values and 2.3%ghér values (except for
values marked with &, which indicate a one-sided error bar; these are chosen where thenexXegal value of a parameter, g8g= O ory = 1,

is allowed). The final columnNy) is the number of galaxies per square degree with adiire in the range 1.25-1.8@m with a flux exceeding

2 x 107% erg cnr? s7%. Units are Mpc® (¢,) and erg st (L,).

Reference parameters

a A l0g10¢«0  10g1Ls20  10G10Ls05 B x°/dof N,
REF -1587:9132 22880410 -2.9200188 425570109 417330150 1615097 640676 195033
Alternate functional forms
a y 10010 $x.0 l0g1oLse  10010Ly0s B x?/dof N,
hybrid ~1.5551%8 41,000,940 -2.851°0200 428711125 41689°01% 169971071 664076 202239
« 10910 ¢+1  (d/da)logo¢u0 logioLsc  10G10Ls0s B x?/dof N,
schechter -1.526'21%% -2.7520124 -0.01893%% 42857313 41647315  1.65599 839676 210038
Extreme cases
a A 10G10¢x0  10g;0Ls20  10G50Ls05 B x?/dof N,
MIN -1.6560120 29169718 -3.03970180 425830092 417720127 16981338 283176 1596283
MAX ~1.385'9255 15089329 -2.690'032 425390245 417810211 x0.010'761 259176 3169719
in log,q ¢ leads to a higher result by almost 2relative to the The last modelling assumption that was varied was the as-

Poisson-shaped error bar. The Poisson shape (referenite) isumed [Ni]/Ha ratio, which enters because at low resolution
best-motivated form, since we know that a major contributm [N 1] and Hx are blended; thusdH[N 1] is measured, andddis
the luminosity function error has this shape, but many pé&st finferred under some assumed prescription for the line.ratie
have been done with one of the two other shapes, and we donedé¢rence model is based on the kiminosity function directly
have a clear understanding of the asymmetry of the systemé&tom the published papers: this means that the assumejiHiy
errors. is that in the published papers (0.41 for NICMOS and WISP; in
We performed fits excluding each of the 3 major input sarhHZELS a variable ratio was used but the reported median is
ples Since the narrow-band HiZELSHuminosity function is 0.33). Here [Ni] includes both doublet members, 6548 A and
the lowest in theEuclidrange, and the NICMOS results are th€583 A; 75.4% of the flux in the stronger 6583 A line (Storey
highest, exclusion of HIZELS moves the predicted number & Zeippen 2000). This ratio is common at low redshifts, how-
galaxies up, whereas exclusion of NICMOS moves it down. Tleeer a range of values is observed, and in high-redshifixgala
difference between the highest and lowest result in this samigle the [Nu]/Ha ratio is often observed to be smaller. We have
jack-knife is 0.161 dex. This suggests that systematiacgare therefore investigated what happens under alternate gsésuns
contributing to the dferences of these curves and that cautiorgarding the [Ni]/Ha ratio. First, the luminosities were con-
should be exercised in interpreting joint fits. verted back td_p..nip Using the stated median ratios in each
The alternative fitting functions, especially the Schecht&put paper. Then thed[N n] luminosity function was written
function, lead to slightly greater number densities thanréf- as
erence (broken power law). This is because they incorporate

an exponential cutg and hence the existence of a few ver L :f L XIL Lo dx
bright galaxies % 5L,, particularly in the NICMOS data) pulls Do (Lo ) Pra(Lra) P(ALHG) X iy
the characteristic luminosity to larger values and inczsabe (C.1)

number of objects in the intermediate range2lL,.). However,
this same feature of the Schechter law means that it is a padrerex = log;o(Lesss/Lne) is the relative line strength in dex
fit to the NICMOS observations, and it is disfavoured refativand Ly, = Lugspi /(1 + 10¢/0.754). We built two alternative
to the broken power law model byy? = 20, and in any case models for the [Ni]/Ha ratio based on thézy = 2.3 BPT dia-
the efect in our fiducial rangeRy, > 2 x 1071 erg cnt? s71, gram of star-forming galaxies (Steidel et al. 2014). One @hod
090<z<1.74)isonly br. (altNII1) uses the median [M/Ha ratio from the Steidel
The reference aperture correction for HIZELS assumesehal. (2014) samplex = -0.90 dex (see Figure 5). The other
half-light radius of 0.3 arc sec, which is consistent witheats (altNII2) assumes a lognormal distribution; since the 84th per-
near the flux limit of WFIRST-AFTA (see Colbert et al. 2013, centile (+10) of the [Nu]/He ratio corresponds ta = -0.57
Fig. 11). We have tried two variations on this: an extremes cadex, we choose a median-a0.90 dex and a scatter of, = 0.33
of turning the aperture correctiorffpand a case of implement-dex-
ing a variable galaxy size in accordance with the fit provioed ~ In the altNIT1 model, the number of objects in the range
§4.2 of Colbert et al. (2013}* The changes in the number 0f0.90 < z < 1.74 and afF, > 2 x 107'® erg cm? st increases
objects in the range.90 < z < 1.74 and afFy, > 2x 106 erg by 45%; the weaker assumed fiNresults in larger inferred &
cm2 s are—10% and-2% for the no aperture correction anduminosities, and thisféect is amplified by the steep luminosity
Colbert et al. (2013) correction cases, respectively. function. On the other hand, for tled tNII2 model, which in-
cludes scatter as well, we find a source density only 29% above
11 For this fit, the Hr luminosities were re-scaled, and thefeiential the reference model; the reduction occurs because theeiscatt
luminosity function was appropriately transformed using the Jacobitth [N 1] results in an Eddington-like bias that is corrected by
of the uncorrected-to-corrected flux transformation. Eqg. (C.1). While an improvement over the reference model in
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some ways, the 29% increase in thetNII2 model may be
an overestimate, since (i) it applies a correction basedhen t
(zy = 2.3 BPT diagram even at lower redshifts, and (ii) the cor-
rection procedure is not technically correct for HIiZELS, igrh
has a variable assumed {iNfraction and which may include
only part of the k+[N 1] complex in its band? There may also
be diferences (whose impact has undetermined sign) between
the rest-frame ultraviolet selection in Steidel et al. @0&nd
Ha selection. Based on these considerations, we are not using i
to replace the reference model.

Finally, it is seen that the central values of tHEN andMAX
fits for the number of objects in the rang®0< z < 1.74 and
at Fy, > 2 x 10716 erg cn1? s7! differ by a factor of 2 (see
Table C.1).

12 The correction in Eqg. (C.1) is an overestimate in cases wherfal$

in the narrow bandpass and one or both of tha][Nhes do not. Itis an
underestimate if [\M] 6583 A falls in the narrow band anda-oes not,

but since Hr is almost always stronger this is not as much of an issue at
the top of the luminosity function.
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